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Abstract

Generative Al (GAI) is increasingly embedded in collaborative
learning environments, shaping how students negotiate trust, au-
thority, and responsibility in decision-making. This article exam-
ines how students in a circular construction course navigate the
potential role of GAI during early-stage, value-laden design pro-
cesses. Drawing on focus group interviews with interdisciplinary
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student teams, the analysis is framed through a socio-material per-
spective that views GAI as an entangled actor rather than a neutral
tool. Findings show that students often position GAI critically, en-
gaging with it as a creative catalyst in early ideation phases, but
maintaining professional distance when accountability, traceability,
and domain-specific knowledge are at stake. Hesitation and non-
use emerge as meaningful forms of ethical positioning, shaping col-
laborative dynamics as much as active use. The study highlights the
need for pedagogical strategies that support students in critically
navigating algorithmic authority and integrating GAI transparent-
ly and responsibly into collaborative design practices.

Keywords: Collaborative Learning, Socio-materiality, Generative
AI (GAI), Ethical Decision-Making, Circular Construction

Introduction

Generative Al (GAI) is rapidly becoming a central actor in both ed-
ucation and professional practice. In learning environments and
across industries like construction, GAI is not just supporting how
problems are framed, how knowledge is shared, and who gets to
decide; it is beginning to shape how problems are understood, how
collaboration unfolds, and how knowledge is valued (Johri 2022;
Orlikowski and Scott 2008; Cotton et al. 2023; Kasneci et al. 2023).
Early-stage decisions in the construction industry about material
reuse, life cycle design, and resource coordination, once grounded
in humans’ collaborative negotiation, are now increasingly co-
shaped by algorithmic logic (Leonardi 2012). These early-stage de-
cision processes are not merely technical calculations, but deeply
collaborative and value-driven judgments made under pressure
and uncertainty — conditions that make the presence of GAI even
more consequential (Barad 2007; Jones 2014). In this evolving land-
scape, students are not merely learning about sustainability - they
are learning through entangled processes of human-GAI decision-
making that mirror the very complexities of the professional worlds
they are entering (Barad 2003; Jensen et al. 2024).

From a socio-material perspective, this article examines how the
presence and perceived role of GAI shape the conditions for dia-
logue, idea evaluation, and shared decision-making (Johri 2022; Or-
likowski 2007; Barad 2007). GAI does not act as a neutral tool, but as
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a potential actor whose authority must be negotiated, accepted, or
held at a distance (Latour 2005; Callon 1999). Students thus learn
not only through direct interaction with GAI but also through the
ethical and professional negotiations surrounding its use (Leonardi
2012; Tlili et al. 2023). The black-box nature of GAI, its biased train-
ing data, and lack of transparency raise critical ethical concerns
(Haleem et al. 2022; Sharma and Yadav 2022). Rather than adopting
GAI uncritically, students often question its legitimacy: Whose per-
spectives are represented, who controls the flow of insight, and un-
der what conditions can its participation be trusted? (Barad 2003;
Cotton et al. 2023). Hesitation and non-use can therefore be under-
stood as ethical positioning, where professional judgment deter-
mines whether and how technologies are included in collaborative
decision-making. Situated within a construction-oriented educa-
tional context, this study investigates how GAI tools are used by
students to engage in collaborative exploration of circular design.
The research question guiding this study is:

How do students professionally position themselves with an
ethical judgment in relation to GAl when the technology has
the potential to influence decision-making in early-stage cir-
cular design processes?

To address this question, the next sections outline two central foun-
dations for the analysis. First, the concept of early-stage decision-
making in construction is introduced, highlighting how this phase
involves navigating uncertainty, value-laden trade-offs, and collec-
tive judgment. Following this, the theoretical lens of socio-material-
ity is presented to explore how technologies such as GAI are not
simply neutral supports, but potential actors that learners may ac-
cept, resist, or hold at a distance (Johri 2022; Kallinikos et al. 2012;
Barad 2007). Together, these perspectives provide the groundwork
for examining how students’ positioning toward GAl, including
hesitation and selective engagement, shapes and reconfigures col-
laborative learning environments.

Early-stage decisions making in collaborative construction

When planning and designing buildings, many of the most impor-
tant decisions are made long before any physical work begins.
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These early stages, often called the design or concept phase, set the
foundation for everything that follows. What materials should be
used? How long should the building last? Can building compo-
nents be taken apart and reused in the future? These are not just
technical choices, they are value-driven decisions that influence en-
vironmental impact, financial cost, and social responsibility (Pom-
poni and Moncaster 2016; Asdrubali et al. 2024). Because buildings
involve many stakeholders such as architects, engineers, sustaina-
bility experts, and contractors, these decisions must be made col-
laboratively (Kirchherr et al. 2018).

In recent years, interest in a circular economy in construction has
grown, emphasizing design for reuse, recycling, and long-term re-
source efficiency (Ellen MacArthur Foundation 2013; Geissdoerfer
et al. 2017). While often framed at a systemic level involving policy,
markets, and supply chains (Raworth 2017; Kirchherr et al. 2018),
circularity ultimately depends on early project decisions, when
overall strategies are still flexible (Vdzquez-Rowe et al. 2021). Early-
stage construction decisions are not only technical and economic
but also reflect underlying values and ethical priorities. Material
choices, design strategies, and stakeholder involvement carry con-
sequences for resource use, waste management, and broader social
and environmental impacts (Pomponi and Moncaster 2016; Asdru-
bali et al. 2024). Students must therefore learn to navigate contested,
value-laden, and situated decisions (Raworth 2017).

While research on GAI in construction education remains limit-
ed, studies in other fields offer valuable insights. Across contexts,
GAI often enters early in collaborative processes, accelerating idea-
tion, structuring discussions, and providing creative input, but also
introducing new dependencies and tensions around trust, account-
ability, and epistemic authority Students tend to engage with GAI
outputs critically, weighing their usefulness against issues of trans-
parency and legitimacy. (Wei et al. 2025; Liu et al. 2024; Cress and
Kimmerle 2023; Kaup et al. 2025). These dynamics resonate strong-
ly with circular design, where early decisions shape long-term out-
comes. If accepted uncritically, Al-generated suggestions risk ob-
scuring the ethical stakes of design choices. Critical engagement is
therefore essential to make visible the technology’s role, its limits,
and its implications for shared responsibility.
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As GAI becomes increasingly embedded in early-stage construc-
tion decision-making, it can no longer be seen as a neutral support
tool. A socio-material perspective allows us to examine how learn-
ing, agency, and professional judgment are co-produced through
the interplay between human actors, technological systems, and
material artifacts.

Framing the Socio-material Perspective
Socio-material perspectives challenge the assumption that learning
is exclusively human-centered or technologically neutral. The so-
cial and the material are mutually constitutive, and learning emerg-
es through ongoing reconfigurations among people, technologies,
and artifacts (Johri 2022; Orlikowski and Scott 2008). Technologies
do not merely deliver content or support activity, they actively
shape what becomes possible to say, know, and do (Suchman 2007;
Leonardi 2012). As Orlikowski (2007) emphasizes, everyday organ-
izing is inseparably linked with materiality. Technologies shape
actions, relationships, and knowledge in practice, not as external
factors but as integral to the field of practice. Even seemingly indi-
vidual acts, such as a Google search, are “constituted by the performa-
tivity of computers, networks, software, algorithms, directories, databases,
and infrastructure” (Orlikowski 2007). This entanglement is also evi-
dent in GAI Here, materiality is not only located in the interface,
but in how the model generates language, suggests alternatives,
and interacts dynamically with users. The phrasing, tone, and de-
gree of confidence in each output carry epistemic weight and shape
how authority is negotiated in practice. This reflects broader socio-
material perspectives on how technologies co-produce meaning
and agency (Jones 2014; Dourish and Mazmanian 2012), while re-
cent research demonstrates how these dynamics are intensified in
GAI due to the fluency and persuasive coherence of its output (Pel-
man et al. 2025; Kasneci et al. 2023; Cotton et al. 2023). In this sense,
GALI actively participates in shaping how knowledge is accessed,
interpreted, and legitimized (Johri 2022; Barad 2007; Latour 2005).
In collaborative learning environments centred on circular con-
struction, these socio-material dynamics become particularly pro-
nounced. Students navigate complex sustainability challenges in
settings where agency is distributed across human actors, digital
tools, and material artifacts. Following from the socio-material per-
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spective, GAI is not a passive instrument in this process; it becomes
entangled in knowledge production, sharing, and legitimation
(Barad 2003; Orlikowski and Scott 2008), foregrounding design di-
rections, amplifying sustainability framings, and subtly reorganiz-
ing the visibility of ideas. In doing so, GAI may shape who speaks,
which ideas gain traction, and how collaborative reasoning unfolds
(Callon 1999; Law 1992; Johri 2022), while participating in the emer-
gence of meaning, authority, and judgment within the group (Barad
2007; Jones 2014).

Methodology

To explore how students position themselves professionally and
exercise ethical judgment when using GAI in early-stage circular
design decision-making, this study draws on a case-based learning
context in a professional bachelor’s program in architectural tech-
nology and construction management at a Danish University Col-
lege. Students, working in interdisciplinary teams, developed cir-
cular design strategies for multi-storey buildings under realistic
project constraints. The teaching approach was rooted in reflective
practice-based learning (Horn et al. 2020), aiming to strengthen pro-
fessional judgment and the ability to navigate uncertainty. Students
applied decision-making models under time pressure and incom-
plete data, balancing technical options, client needs, and environ-
mental concerns. Digital tools, including BIM platforms and GAI
technologies such as ChatGPT and Microsoft Copilot, supported
exploration, scenario simulation, and assumption testing without
being presented as solutions.

Research Approach

The study was guided by an exploratory case study design, with a
dual focus on how students experience early decision-making in
circular construction and how GAI influences collaborative learn-
ing processes. Twelve student groups, each consisting of four to five
students, participated in the course. From these, four groups were
selected for in-depth focus group interviews to reflect diversity in
project experiences. The selection considered differences in design
strategies, collaborative dynamics, and the extent to which groups
engaged with or reflected on the role of digital tools such as GAL
Each selected group worked on a shared design brief during the
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design phase of the project. The four groups were interviewed sep-
arately, with all members of each group participating simultane-
ously in their respective sessions. Each interview lasted about an
hour and focused on students’ reflections on group decision-mak-
ing, engagement with GAI tools, and how decision models shaped
their handling of uncertainty and coordination. All participants
gave informed consent, and anonymity was ensured. Interviews
were recorded, transcribed verbatim, and analysed thematically
(Boyatzis 1998; Saldafia and Omasta, 2016).

The analytical process proceeded in three stages that combined
close reading with inductive thematic analysis based on a socio-
material perspective (Saldafia and Omasta, 2016). Stage 1: The tran-
scripts were first read and discussed to identify recurring elements
related to trust, authority, and GAI’s role, then coded line-by-line to
capture how students positioned GAI in relation to professional
reasoning, responsibility, and group dynamics. Stage 2: Drawing
on the patterns identified in Stage 1, the analysis moved beyond
line-by-line coding to a focused comparative coding phase, examin-
ing how these positioning practices varied across groups and con-
texts, and how they related to emerging themes of professional
judgment. Stage 3: Codes were finally clustered to reveal patterns
in negotiations of epistemic authority. Orlikowski’s enactment lens
(Orlikowski 2007) guided the analysis, tracing how agency, mean-
ings, and roles were continuously configured through practices,
tools, and interactions, rather than treating humans or technology
as fixed entities.

Analysis of socio-material dynamics

This section presents insights from an exploratory case study of
how students in a professional bachelor’s program used GAI tools
to navigate early-stage decision-making in circular construction.
The analysis is organised around three interrelated themes that il-
lustrate how collaborative early-stage design decisions are shaped
not only by technical considerations but also by trust, traceability,
and professional judgment. The students’ interactions revealed ten-
sions around authority, responsibility, and the ethics of digitally
mediated decisions, highlighting the challenge of balancing GAI
use with critical judgment in uncertain, value-laden contexts.
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Circularity as an Ethical Learning Challenge

A substantial part of students’ decision-making unfolded without
actively using GAI. Many perceived its output as too generic, insuf-
ficiently traceable, or misaligned with the technical specificity re-
quired in early-stage circular design. As noted by Cress and Kim-
merle (2023), students often negotiate the epistemic role of GAI
critically, withholding full integration when transparency and con-
text are lacking. Non-use thus became a deliberate part of their
reasoning rather than disengagement. From a socio-material per-
spective, holding technologies at a distance is itself consequen-
tial, shaping which human, material, or technological actors par-
ticipate in the design process (Kaup et al. 2025). This becomes
evident in students’ reflections on the role of materials themselves.

“Well... we've chosen materials with a long lifespan—like
50 years plus in most places. And you could say we chose
brick for the facade instead, because we had talked about
whether it should be wood or something else. But then
there’s the maintenance and... operation and mainte-
nance that comes into play instead.”

Students thus recognized that early-stage design decisions in con-
struction were not only technically significant but also entangled
with ethical and material considerations. Their reflections highlight
how materiality, both the properties of materials and the availa-
bility of data, actively shapes collaborative decision-making (Or-
likowski 2007; Barad 2003).

This illustrates how material choices (materiality) and the infor-
mation available about them participate in shaping discussion and
decisions, rather than being passive objects of choice. The uncer-
tainty surrounding durability and maintenance demonstrates that
practice is co-constituted by both human actors and material / tech-
nological factors (Suchman 2007; Orlikowski and Scott 2008).

Generative Al and the Redistribution of Epistemic Authority

Students engaged with GAI tools such as ChatGPT and Copilot
with a mixture of curiosity and skepticism (Kasneci et al. 2023; Cot-
ton et al. 2023). Some used GAI to jumpstart creative ideation or
explore unfamiliar design options, while others expressed concern
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about relying on outputs they could not verify: “But document it? I
actually think that's hard with it. If youve just asked it. It's really about
making sure we can document the decisions we make, not just ‘because the
GAI said we should.” This ethical hesitation highlights the socio-ma-
terial entanglement of GAI in collaborative decision-making. When
Al-generated content shapes group outcomes, questions of ac-
countability and responsibility become distributed across both hu-
man and technological actors. One student critically reflected on
the perceived objectivity of GAIL

“Well, if you go and ask an GAI about fire safety com-
pared to something else, you don’t actually know. Be-
cause the data—or what it gives you—it’s just to satisfy
us. It's not like it actually got it from the updated B18 ver-
sion from this specific date.”

Students also described how GAI'’s confident tone could influence
group momentum, even when information was incomplete or po-
tentially misleading (Haleem et al. 2022; Hassan et al. 2022; Pelman
and Zoran 2025). As one remarked: “I don't know... I mean, I think we
generally actually... like, we've always thought about what it is we're get-
ting out. There’s nothing we just directly take as it is.”. This indicates
that GAI was experienced and negotiated as a socio-material actor
that could influence which ideas gain legitimacy, and how knowl-
edge is mobilized in collaborative processes (Orlikowski and Scott
2008; Barad 2007; Leonardi 2012; Suchman 2007). A similar effect is
documented by Wei et al. (2025), who found that GAI can accelerate
group creativity and problem-solving but simultaneously shift cog-
nitive responsibility away from students. In this sense, GAI recon-
figures epistemic authority within the group, influencing both the
flow and outcome of shared decision-making (Johri 2022; Pelman
and Zoran 2025). Students were acutely aware of these dynamics.
They noted that the lack of traceability and transparency in GAI
outputs posed barriers to trust:

“It’s about sources, references. If you had one [a GAI] that

was only fed with valid sources... then you’d trust more
what it comes up with.”
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Together, these reflections illustrate a pedagogically significant ten-
sion where students want GAI to support learning, but uncritical
reliance risks blurring responsibility and weakening shared ethical
accountability (Liu et al. 2024). From a socio-material perspective,
these dynamics exemplify how learning and ethical judgment co-
emerge through the entanglement of human actors, materiality (in-
cluding GAI outputs), and collaborative practice.

The Temporal Dynamics of Al in Collaborative Design

While the socio-material perspective underpins the entire analysis,
this section focuses specifically on how students positioned GAI
during different phases of their collaborative design process. In
particular, it examines how GAI entered as a creative catalyst in the
early stages, how its influence persisted in subtle ways over time,
and how students negotiated its role as they moved from ideation
to more detailed decision-making. Whereas the earlier section fo-
cused on students’ ethical positioning and concerns about GAI reli-
ability, the present analysis highlights how GAI’s role shifted dur-
ing the collaborative process.

The way students used GAI was shaped by its perceived role in
the group. For many, GAI acted as a starting point for brainstorm-
ing or visualizing concepts, particularly in the early phases of de-
sign (Kasneci et al. 2023). One group described how image-genera-
tion tools provided early aesthetic direction, but without deeply
influencing the final decision-making;:

“Well, the competition or tender material we got—we just
put it into ChatGPT and asked: ‘Can you suggest a build-
ing expression?” and also shaped it in relation to what I
had experienced. Then it came up with some different ex-
amples, and you could try out various things to focus on.
It actually works quite well. Like, it kind of kickstarts
your imagination about what you could do, I think.”

Here, GAI functioned more as an inspiration generator than a deci-
sive authority. Yet its presence still shaped the group’s focus and
introduced frames for exploration, illustrating the socio-material
co-constitution of attention, creativity, and decision-making (Johri
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2022; Pelman and Zoran 2025; Barad 2003; Dourish and Mazmani-
an 2012). As students moved from loosely structured ideation to
more detailed analysis, GAI's influence often faded, but it lingered
in subtle ways. One student reflected on the lingering effects of
Al-generated visuals: “Very subconsciously, I think maybe some of
those image’s kind of stuck with us when we moved into the decision-
making phase.” This demonstrates how socio-material entangle-
ments evolve through time. GAI may enter early as a creative trig-
ger, but leave subtle imprints that shape subsequent human
deliberation (Kaup et al. 2025, Barad 2007; Orlikowski and Scott
2008). At the same time, students began developing practical strate-
gies to manage GAI's role over time. While their concerns about
accuracy and hallucination relate to the epistemic issues discussed
above, here the emphasis shifts to how they actively try to mitigate
these uncertainties. Students expressed a preference for systems
that integrate verifiable sources and align more clearly with the
regulatory context of construction (Johri 2022; Pelman and Zoran
2025; Sharma and Yadav 2022; Cotton et al. 2023). For instance, the
importance of a traceable GAI experience was emphasized:

“It’s about sources, references. Where you get your sourc-
es from. [...] if you had one that was a bit more closed off
from the internet and only fed with valid sources that
you could trust — then [...] you’d trust more what it gives
you, when you’re not yourself unsure if it’s just making
things up.”

These reflections illustrate a shift from seeing GAI as a one-way
information provider to conceiving it as a collaborative partner; one
that must be explainable, reliable, and ethically embedded in the
workflow. In socio-material terms, students negotiate with both the
social (peers, roles, discussion) and the material (AI outputs, inter-
faces, generated content), co-constituting knowledge, attention,
and ethical reasoning throughout the design process (Wei et al.
2025; Orlikowski 2007; Barad 2007; Leonardi 2012).
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Conclusion

This study explored how socio-material dynamics involving GAI
shape students’ collaborative decision-making in early-stage circu-
lar design. Our findings show that GAI affects information flow
and the negotiation of authority, responsibility, and ethical posi-
tioning within interdisciplinary teams (Johri 2022; Orlikowski 2007;
Barad 2007). Students often used GAI as a creative catalyst in early
ideation, but maintained critical distance when traceability and ac-
countability were required. Hesitation and non-use reflected delib-
erate strategies to protect professional judgment and shared re-
sponsibility (Cress and Kimmerle 2023).

Through a socio-material and enactment lens, the analysis reveals
how learning, ethical judgment, and epistemic authority emerge
through the entanglement of human actors, GAI outputs, and ma-
terial factors. Even subtle technological inputs redistribute atten-
tion, influence reasoning, and shape collective decisions, high-
lighting the co-constitution of social, ethical, and material elements
in practice.

These insights point to the need for pedagogical strategies that
integrate GAI as an active participant in collaborative reasoning
rather than a neutral tool (Latour 2005; Orlikowski and Scott 2008).
Structured opportunities to critically engage with GAI, support
professional judgment and ethical reflexivity, preparing students to
navigate black-box technologies responsibly while maintaining ac-
countability and collaborative integrity (Jones 2014; Sharma and
Yadav 2022; Wei et al. 2025).
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