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			Abstract

			Generative models in Artificial Intelligence (AI) are increasingly employed across diverse fields, including product design, for tasks like shape recognition and design creation. This trend underscores generative models’ ability to bridge offline and online environments in creative endeavors. The article investigates the potential of integrating generative image AI into visualization process among product design students. Using image-based research analysis and semi-structured interviews, this study involved 50 product design students as respondents. The findings highlight that integrating generative AI tools, particularly the ChatGPT 4.0, significantly improves students’ creativity and self-efficacy through collaborative learning, and streamlines the design process. The findings also close the gap between creative concepts and practical applications, and offers a robust framework for evaluating AI-generated content. The contribution of the study underscores the transformative potential of generative AI tools in product design education, showcasing the effectiveness in fostering creativity, efficiency, and design quality through collaborative learning. 
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			Introduction

			Generative Artificial Intelligence (AI) has transformed content creation by producing realistic text, images, audio, and video through pattern learning rather than rule-based programming (Ye et al. 2024). Tools such as Stable Diffusion and DALL-E now enable high-quality visual generation from simple text prompts, lowering the need for artistic or technical skills. Likewise, large language models like GPT extend AI’s role in reasoning, communication, and design-related tasks (Tian et al. 2024). Generative AI also reduces techni­cal barriers and opens new opportunities for creative innovation (Hashmi and Bal 2023). In product design education, generative AI has the potential to reshape ideation practices. The discipline emphasizes competencies such as design thinking, user research, ergonomics, prototyping, and user experience (Huang et al. 2024; Mohamed Kamil and Abdullah Sani 2021). These align with the four stages of design thinking: (1) empathy, (2) define, (3) ideation, and (4) prototyping and testing. The ideation phase is especially crucial because it encourages divergent thinking and conceptual exploration (Jonson 2005; Self, Evans, and Kim 2016; Nelson et al. 2009; Chien et al. 2022; Mohamed Kamil et al. 2024). Traditionally, ideation relies on hand-drawn or digital sketches, which may be limited by time constraints and individual drawing ability. Integrating generative AI into ideation introduces new possibilities for co-creation, allowing rapid translation of concepts into visual outputs (Huang et al. 2024). This accelerates idea exploration and supports self-efficacy as students interact with AI as a responsive partner that provides instant feedback. Crafting precise textual instructions (prompt engineering) is essential to align AI-generated visuals with design intent and ethical considerations (Short and Short 2023; Tian et al. 2024). Within collaborative learning settings, AI can function as both a creative stimulus and a pedagogical tool that connects imagination with visualization. This study examines the use of generative image-based AI in the ideation phase of product design education. It explores how AI affects students’ creative outputs and self-efficacy when used within a structured collaborative environment. The research focuses on two objectives: (1) to evaluate the direct influence of generative AI on the creativity and variety of student-generated design visuals; and (2) to assess its indirect impact on self-efficacy and creative confidence through collaborative learning. These aims contribute to theoretical and pedagogical insights on integrating AI into design education to enhance creativity, collaboration, and learner confidence.

			Collaborative Learning

			Collaborative learning is grounded in sociocultural theory, which views knowledge as co-constructed through interaction and scaffolding within shared problem spaces (Vygotsky 1978). It involves learners working jointly to build understanding or generate solutions (Dillenbourg 1999). The cooperative learning model emphasize positive interdependence, individual accountability, and promotive interaction as essential for effective group work (Johnson and Johnson 1989). Beyond cognitive gains, collaboration supports communication, negotiation, and perspective-taking (Laal and Ghodsi 2012). In product design education, collaboration strengthens ideation, critique, and refinement, as ideas improve through collective iteration. In this study, collaborative learning extends beyond peer interaction to include engagement with digital tools, particularly generative AI which acts as a mediating artifact within a socio-material learning environment (O’Malley 1995). This reflects contemporary views of learning as distributed across people, tools, and representations rather than located solely in individual cognition. 

			
			Creativity 

			Creativity is increasingly understood as a socially embedded process rather than an isolated mental act (Csikszentmihalyi 1996). Csikszentmihalyi’s Systems Model conceptualizes creativity as emerging from interactions among three elements: the person who generates ideas, the domain of symbolic knowledge, and the field that evaluates and legitimizes contributions (Csikszentmihalyi 1999). In this study, students act as the “person,” generative AI as a tool for product design visualization represents the “domain,” and the research team functions as the “field.” Expanding this view, Glăveanu’s Distributed Creativity positions creativity as enacted through human and material interactions (Glăveanu 2014; Glǎveanu 2021). Generative AI operates as a creative tool that shapes ideation and influences output through co-construction. By integrating both perspectives, this study situates ideation as an emergent process involving learners, AI systems, design briefs, and evaluative practices rather than individual cognition alone.

			Selfefficacy

			Self-efficacy refers to individuals’ beliefs in their ability to execute actions required to achieve specific outcomes (Bandura 1997). Within Bandura’s Social Cognitive Theory, it influences motivation, persistence, and performance (Bandura 1986). Its development is shaped by mastery experiences, vicarious learning, social persuasion, and affective states (Bandura 1986). High self-efficacy supports resilience, risk-taking, and persistence in creative tasks (Pajares and Schunk 2002; Zimmerman 2000). In product design, students’ belief in their creative capabilities affects their willingness to explore novel directions. Generative AI can strengthen self-efficacy by offering cognitive support, but may also create dependence or intimidation if perceived as superior (Tierney and Farmer 2002). Accordingly, this study positions self-efficacy as a mediating factor shaping how students engage with AI-supported ideation. 

			Methodology

			This study is guided by a conceptual framework that integrates collaborative learning, creativity theory, and self-efficacy. Generative AI is positioned not as a technological resource but as a mediating tool and co-participant in problem-solving during the ideation phase (Vygotsky 1978; Johnson and Johnson 1989). In line with systems-based models of creativity (Csikszentmihalyi 1999; Glăveanu 2014), creative outcomes are viewed as emerging from the interaction between learners, peers, and tools. Simultaneously, following the theory of self-efficacy, the framework assumes that the constructive engagement from using the generative AI shapes students’ confidence and their creative capabilities (Bandura 1997). 
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						Figure 1. Conceptual Framework of AI-Supported Ideation in Product Design Education

			

			
			
			Figure 1 illustrates the framework, which proposes that using generative AI during ideation can enhance creative output both directly and indirectly by strengthening students’ self-efficacy. This process is further mediated by collaborative learning, where peers work collectively and interact with AI as a co-creative partner. A controlled experiment was conducted with fifty purposively selected product design students (Guest, Bunce, and Johnson 2006) from the Faculty of Applied and Creative Arts, Universiti Malaysia Sarawak, organised into five groups. Although product design education normally involves four phases (empathy, define, ideation, prototyping/testing), this study focused exclusively on ideation, as it is the stage where the generation of diverse possibilities is most critical. Generative AI is especially impactful here due to its capacity to generate rapid visual variations. The ideation process was operationalised across three structured phases, allowing for a focused examination of how AI influences creativity, collaboration, and self-efficacy during concept development. The study was not intended to replicate the full design cycle but to isolate AI’s role within ideation. The “controlled” element was ensured by providing all groups with the same design brief, equal time allocation, standardised instructions, and a consistent environment to minimise external variables.

			Phase 1: demonstration and brainstorming session

			Phase 1 began with a 20-minute session designed to prepare respondents for the next stage. The research team demonstrated how to construct prompts and use ChatGPT 4.0 to generate visual outputs. Each group was given two reference sketches—a computer mouse and a bread toaster (see Table 1), and asked to analyse them to identify design features with potential for innovation.
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						Table 1. Reference image (a) Computer mouse; (b) Bread toaster

					

				
			Working collaboratively, groups developed prompts using three key elements: (1) the product subject, (2) intended innovative features, and (3) preferred style. For example, they described the base product (e.g., bread toaster in a kitchen cabinet), specified enhancements (e.g., touch controls with menu options), and added stylistic direction (e.g., futuristic appearance with hyper-realistic imagery). To maintain consistency, all prompts followed a standard structure, beginning with “Based on the given image…” and ending with “…hyper realistic photography.” This approach allowed flexibility in interpretation while keeping the generated visuals focused and comparable across groups. 

			
			Phase 2: generating images

			Phase 2 involved applying the prompts developed earlier to produce visual concept images using ChatGPT 4.0 (https://chatgpt.com/). Over a 30-minute session, students uploaded the reference sketches (computer mouse and bread toaster) and used structured prompts describing the subject, features, and style. The AI generated corresponding visuals. To reflect iterative design practice, each group of ten students was allowed up to ten prompt revisions to refine their results. All final prompts and selected images were recorded.
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										Image’s Visually Dimension
									
								

								
										
										A dimension reffered to the non-discursive characteristics of images which allows a simultaneous perception of visual information
									
										
										A dimension that indicates the ways visual signs are composed in an image or to what it is visually represented.
									
										
										A dimension where the visual become an element of persuasiveness. It underlines both the importance of visual information in communication and the rhetorical power of images.
									
								

								
										
										Purpose: to assess how well AI-generated features matched the intended design ideas.
									
										
										Purpose: to evaluated how clearly and effectively the prompts shaped the image outcomes.
									
										
										Purpose: to determine the overall image quality such as balance, harmony, and how closely it resembled the reference sketch.
									
								

							
						


						Table 2. Visual dimension of images, adapted from Burri (2012)

				
			
			
			In this study, image analysis referred to Mason and Burri’s methods (Mason 2005; Burri 2012). Mason emphasized descriptive observation and organizing image plates linked to theory, while Burri identified three visual dimensions: (1) visual value, indicating immediate perceptual qualities; (2) visual performance, referring to how elements are structured; and (3) visual dimension, relating to emotional resonance or persuasive impact. These were consolidated into one framework (see Table 2). Visual value assessed how closely AI-generated elements aligned with intended concepts, visual performance examined the clarity and influence of prompts on outcomes, and the visual dimension evaluated image quality in terms of harmony, balance, and resemblance to the reference sketches.

			
			Phase 3: debrief interview session

			Phase 3 involved 20-minute debrief interviews to capture respondents’ reflections on Phases 1 and 2. For Phase 1, the questions addressed: (1) their experience during the briefing, (2) clarity of instructions and demonstrations, and (3) the process of identifying design criteria. For Phase 2, the discussion focused on: (1) group confidence and teamwork in generating prompts, (2) experiences using ChatGPT 4.0 and refining outputs, and (3) perceptions of creativity and innovation in the AI-generated images. 
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			Table 3 illustrate the sample of coding on three respondents’ experiences during the debrief interview session. The interview data were analyzed using a three-step coding process: open coding, axial coding, and selective coding (Creswell 2009; Saldaña 2015). This method helps organize qualitative data into meaningful categories. In open coding (see Table 3), key parts of respondents’ responses were labeled and broken into smaller pieces. During axial coding, these labels were grouped into broader categories by identifying connections between them. Some codes were reorganized or refined to better fit emerging ideas. In the final step, selective coding, the researcher identified the most important themes by looking at how the categories were related. This step was sometimes repeated to adjust previous codes when new insights appeared. This stage also involves deciding which themes are most relevant to the research goals (Muller and Kogan 2012). By the end of the process, only the key themes were kept, giving a clear summary of respondents’ experiences and feedback.

			Data findings and discussions
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			Table 5. Findings of image-based analysis (computer mouse) from the outcomes of Phase 2

			
		

		
			
			
			The AI-generated visuals in Table 4 and 5 reflected how well each group collaborated in crafting prompts. Groups 1 and 4 consistently produced coherent outcomes, such as Bauhaus and Japanese minimalist toaster concepts and computer mouse designs incorporating ergonomic curves, lighting effects, or superhero-inspired colour schemes. Their success aligns with Johnson and Johnson’s cooperative learning model, as shared regulation and collective refinement led to clearer AI instructions (Johnson and Johnson 1989). Conversely, Groups 2 and 3 frequently omitted essential features such as safety elements, colour variation, large bread capacity, or themed illumination, highlighting that AI creativity depends on iterative prompting rather than automation. This supports Glăveanu’s view of distributed creativity emerging through human–technology interaction (Glăveanu 2014; Glǎveanu 2021). Overall, this study examines how design prompts (particularly the subject, function, and style) shaped AI-generated outputs, underscoring the need for clear and imaginative prompt construction. Emphasis on innovative features allowed the analysis of how well AI translated functional and conceptual intent. The findings reveal both the potential and limits of AI in stimulating creativity, encouraging experimentation, and fostering collaborative self-efficacy. Through AI-supported collaboration, students explored ideas more freely and gained deeper insight into product innovation and customization. AI acted not as a substitute for creativity but as a mediating tool that enhanced ideation through co-construction and iterative collaboration.
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				Table 6. The Summary of Debrief Interview: Thematic Coding Matrix Linking Participant Quotes to Theoretical Constructs

			
			

			Table 6 summarize thematic coding matrix linking participant quotes to theoretical constructs from the debrief interview. Respondents reported highly positive experiences during the initial briefing session. Several respondents explained that “the briefing session helped reduce my anxiety because everything was explained step-by-step in a very friendly manner.” This sense of reassurance created an early foundation of confidence, allowing respondents to engage with the AI tools without hesitation. Clarity of instruction played a major role in this effect. As one participant stated, “watching the live demonstration made it much easier to understand compared to only looking at written instructions,” indicating that visual scaffolding supported comprehension more effectively than text-based guidance alone. When asked about identifying design criteria prior to writing prompts, many respondents acknowledged that the process deepened their analytical thinking. One reflected that “identifying the design criteria before writing prompts forced me to think more carefully about function, material, and style,” suggesting that structured reflection led to more intentional design articulation. Collaboration also emerged as a critical factor in building confidence. As one respondent shared, “working in pairs to write prompts helped me gain confidence because we could build on each other’s ideas instead of thinking alone.” Respondent described their experience using ChatGPT 4.0 as iterative and exploratory. Rather than expecting perfect outputs on the first attempt, most adopted a problem-solving mindset. One participant explained that “refining the prompt felt like solving a puzzle because every small change produced a different AI output.” This trial-and-error process positioned AI as a responsive collaborator rather than a passive generator. Finally, respondents consistently acknowledged the AI’s capacity to extend their creativity. As one noted, “the AI sometimes added details I did not expect, but those surprises actually made the design more innovative than I originally imagined.” The findings reveal that the structured briefing session and live demonstrations were pivotal in reducing anxiety, establishing early confidence and enabling students to engage with AI tools without hesitation. Clear visual guidance proved more effective than written instructions alone, supporting better comprehension and task readiness. Identifying design criteria before prompt creation encouraged deeper analytical thinking, prompting students to consider function, material, and style more intentionally. Collaboration further strengthened confidence, as working in pairs enabled idea sharing and reduced individual pressure. Participants also described their interaction ChatGPT 4.0 as an iterative, exploratory process, where refining prompts was viewed as problem-solving rather than trial-and-error. This positioned AI as an active co-creator rather than a passive tool. Importantly, respondents acknowledged that AI-generated outputs often introduced unexpected but valuable creative possibilities, enhancing innovation beyond their initial ideas.

			Conclusion

			This study explored the integration of generative AI in the ideation phase of product design education, focusing on its impact on creativity, self-efficacy, and collaborative learning. The findings show that AI supports rather than replaces human creativity, acting as a co-creative partner that helps students convert abstract ideas into rapid visual outputs. This demonstrates AI’s value in translating imagination into tangible concepts. A key insight was the importance of structured onboarding. Demonstrations and guided briefing sessions equipped students with foundational skills, increasing confidence and readiness to experiment. Early scaffolding contributed to effective engagement, consistent with guided learning principles. The iterative nature of prompt development also revealed initial challenges in articulating ideas verbally. However, through collaboration and refinement, students improved their prompt engineering abilities and became more aware of how linguistic precision shapes visual results. The image-based outputs further showed that students were not passive users. They critically evaluated aesthetic, functional, and persuasive aspects of the visuals, using AI-generated images as stimuli for further ideation rather than as final solutions. This reflects design thinking practices and supports theories of co-construction and visual reasoning. Overall, the study demonstrates that generative AI can enhance ideation by amplifying creativity, building self-efficacy, and reinforcing collaborative engagement. It offers practical direction for educators seeking AI-augmented pedagogical strategies and lays groundwork for future research into implementation, ethics, platform comparison, and long-term creative development.
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dining table were generated.
Touch control with bread toast
menu options were generated.
The de Stijl style was successful-
ly generated with the iconic color
palette
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Transcriptions “The briefing was very “T appreciated the detailed “I found the session quite
thorough. The instructions on | document provided. The informative. It was my first
how to generate and use step-by-step guidance on using | time working with generative
prompts were clear, and the ChatGPT 4.0 was Al and the demonstrations
examples really helped me especially helpful.” made it much easier to grasp.”
understand the process.”

Attributes * Briefing was very e The document is detail. e The briefing was

thorough. e The guidance of using informative.
e Instructions were clear. ChatGPT 4.0 is effective. e The demonstration is
e The examples are good. effective.

Open Codes: Respondent had a thorough Respondent bad a good The briefing and

Categories of briefing, clear instructions, and | guidance on ChatGPT 4.0 with | demonstrations help

, , good examples during the detailed document. the respondent.

information - .
briefing session.

Axial Codes Respondents” experience Respondents” experience Respondents” experience
during the briefing session during the briefing sessionis | during the briefing session is
is considered good due to a considered good due to a good | considered good due to the
thorough briefing, clear instruc- | guidance on ChatGPT 4.0 with | effectiveness of briefing content
tions, and good detailed document. and demonstrations.
examples during the
briefing session.

Selective

Codes
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Group 1:

Based on the given image, gene-
rate an image of computer mouse
on the office table. The computer
mouse has a features of ergonomic
handl ng and sensor colour vari-
ations. In the style of superheroes
and hyper realistic photography

e Subject: computer mouse on the
office table

e Description: ergonomic handling
and sensor colour variations

e Style/Aesthetic: superheroes and
hyper realistic photography

e Computer mouse on the office
table was generated

- The features of ergonomic
handling and sensor colour
variations was successfully
included.

Superheroes style was succesful-
ly captured using the iconic
Superman’s blue and red colors.

Group 2:

Based on the given image, generate
an image of computer mouse on
the gaming table. The computer
mouse has a features of wireless
technology, ergonomic handling,
and form inspired from Renais-
sance art. In the style of minimalist

and hyper realistic photography

Subject: computer mouse on the

gaming table

e Description: wireless technology,
ergonomic handling, sensor
colour variations, and form
inspired from Renaissance art

e Style/ Aesthetic: minimalist and

hyper realistic photography

- Computer mouse was generated
but not on the gaming table

e Wireless technology and
ergonomic handling was
generated but the sensor colour
variations was not generated
and a form inspired from
Renaissance art were poorly
implemented.

The overall image illustrate the
element of minimalist

Group 3:

Based on the given image, generate
an image of computer mouse on
the Chinese inspired table. The
computer mouse has a features

of ergonomic handling, wireless,
Chinese pattern and disco

colour lighting. In the style of

Art Nouveau and hyper

realistic photography

Subject: computer mouse on

the Chinese inspired table

e Description: ergonomic han-
dling, wireless, Chinese pattern,
and disco colour lighting

Style/ Aesthetic: Art Nouveau
and hyper realistic photography

-e Computer mouse on the Chinese

inspired table was generated.

-e Ergonomic handling, wireless,
Chinese pattern were generated
but not the disco colour lighting

e The element of Art Nouveau was
successfully generated.

Group 4:

Based on the given image, genera-
te an image of computer mouse on
the table in design studio.

The computer mouse has a features
of sensor with menacing lighting
colour, wireless technology, and
ergonomic handling. In the style
of menacing red and hyper
realistic photography

Subject: computer mouse on the
table in design studio

e Description: sensor with
menacing lighting colour,
wireless technology, and
ergonomic handling

Style / Aesthetic: menacing red
and hyper realistic photography

e Computer mouse on the table in
design studio was generated.
- Sensor with menacing lighting
colour, wireless technology,
and ergonomic handling
were generated.
* Menacing red as an environment
was succesfully generated

Group 5:

Based on the given image, generate
an image of computer mouse on
the gaming table. The computer
mouse has a features of wireless
technology, ergonomic design,
futuristic colours lighting. In the
style of Japanese Samurai and
hyper realistic photography

Subject: computer mouse on
the gaming table

Description: wireless technology,
ergonomic design, futuristic
colours lighting

Style / Aesthetic: Japanese
Samurai and hyper
realistic photography

-e Computer mouse on the gaming
table were generated.

- Wireless technology, ergonomic
design, futuristic colours lighting
were generated.

The element of Japanese Samurai
was successfully generated but
not literally.






