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Abstract 
In times when machine learning (ML) and other artificial intelligence (AI) technologies are expanding the 

role and definition of network learning in schools, this short paper reports from a practice-centred research 

project that explores how K-12 teachers affect and are affected by educational technologies with AI. 

Accelerated by the COVID-19 pandemic, data-driven and decision-making systems with ML are already 

entering various educational policy and practice realms, often underpinned by promises of automation and 

personalization. A growing number of research, drawing from the theoretical orientations and empirical 

approaches from Science & Technology Studies is increasingly unpacking such promises as well as 

addressing controversies directly related to the constitutions of ML AI in education. Still, little research 

explores the adoption of data-driven AI technologies in classrooms from a socio-material, networked 

learning stance. This short paper introduces such work (in progress) drawing on ethnographic fieldwork 

conducted in Sweden. Guided by the ontological and methodological approaches of Actor-Network-Theory 

(ANT), the study focuses on the interactions in K-12 classrooms between commercial ML technologies 

and teachers. Methodologically this means engaging with both human and non-human actors through 

ethnographic approaches striving for very specific descriptions of interactions within the actor-network 

and its enacted realities. Preliminary findings from the first of two envisaged case studies in which a ML-

based teaching aid in mathematics was tried out in 22 classrooms indicate how compensatory and 

contradictory actions and accounts emerge within the network of heterogeneous actors. Human actors seem 

to compensate for the algorithmic actions of the specific educational technology with ML. This is however 

not a fait accompli but a continuous and unsettled process in the making between humans and the (non-

human) technology. Preliminary results also suggest how controversies of ML algorithms in teaching aids, 

such as their lack of transparency and algorithmic “governance” play out in authentic learning contexts. In 

conclusion, the paper argues that theoretical and methodological principles of ANT grant for non-

deterministic narrative of the heterogeneous nature of educational practice and have the potential to open 

the black-box of machine learning in the emerging networked learning settings of K-12 classrooms.  
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Research background 
AI in education thrives on academic, political and commercial assertions of how machine learning (ML) in specific 

educational technologies can improve and personalize learning, augment and automate teaching while at the same 

time, transforming all dimensions of education (e.g., Luckin et al., 2016; Tuomi, 2018). Recent year’s advances 

in ML also inspire future imaginaries of how new kinds of mathematical precision, through data analysis of 

educational activity, will provide “more fine-grained understandings of how learning actually happens” (Luckin 

et al., 2016 p. 18). Russel & Norvig (2021) describe ML as the scientific study of how computer systems can 

“learn” from data without being programmed in specific ways. However, ML can also be understood as intensive 

data processing that affects and alter the behaviour of individuals (Knox et al., 2020). Accelerated by the COVID-

19 pandemic, these multifaceted technologies are already entering different realms of policy (e.g., Miao et al., 

2021; WEF, 2020) and practice (e.g., Facer & Selwyn, 2021; Luckin & Cukurova, 2019). With their entrance, 

thousands of data points for each student are being captured within complex network learning infrastructures 

daily. This data is believed to reveal insights about individual students and their learning that (human) teachers 

are not able to see with the same accuracy (c.f. Luckin 2016; Selwyn 2019). 

A growing number of recent studies drawing from the broad collections of theoretical orientations and 

empirical approaches from Science & Technology Studies scrutinize these AI promises by unpacking the close 

connections between research, the EdTech industry and policy and point to the problematic constitutions of ML 

AI in education (e.g.  Knox et al., 2020; Lupton & Williamson, 2017; Perrotta & Selwyn, 2019). By challenging 

the ideas of education technology as an a-political tool in the service of teachers, many of the findings reveal 

complex and situated entanglements of “configurations” between social and material interactions (c.f. Jones 

NLEC, 2021, p. 331; Perrotta & Selwyn, 2019). However, accounts from empirical research of how these ML-
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based educational technologies are enacted in schools are few (Castañeda & Williamson, 2021). The recent 

emergence of ML in educational technology together with its poorly understood socio-material implications for 

practice (Hrastinski et al., 2019) sketches the backdrop of this explorative, teacher-centred research project.  

 
Aim and research questions 
Guided by the ontological standpoints and methodological principles of Actor-Network-Theory (ANT) (Callon, 

1984; Latour, 1999; Law & Mol, 1995), the ongoing study aims to explore how two different educational 

technologies with ML affect and are affected by K-12 teachers by focusing on the complex interactions in 

classrooms. Here the term interactions is used to describe situations where social and material entities act or enact 

each other (Latour, 2007). With this in mind, the following tentative research questions (RQs) have been 

articulated: 

• RQ1. How do human and non-human actors interact when two different ML technologies are introduced 

in Swedish K-12 classrooms?  

• RO2. How do the two different ML technologies affect K-12 teachers’ practices?    

• RQ3. Conversely, how do teachers' practices affect the two different ML technologies?  

These inquiries also have the potential to deepen the understanding of how technologies with ML shape and are 

shaped between human and non-human actors in network learning (NLEC, 2021). 

 

Tracing with Actor-Network-Theory 
Developed as a materialistic movement that explained scientific and technological innovation (e.g., Callon, 1984; 

Latour, 1999) ANT is used as a theory and method to trace the complex interactions between social and material 

actors from which all scientific and technological innovation is constructed. ANT can be positioned within the 

ontologies of relational materialism, where the focus lay on the relations that produce both the material and the 

social (Law & Mol, 1995). From a relational materialistic stance educational facts and artefacts like curriculum, 

routines or AI technologies emerge as temporary effects from what heterogeneous actors do in relation to each 

other in an everchanging actor-network consisting of teachers, students, teaching aid authors, AI-policy, 

educational researchers but also theories of how students learn, ML algorithms, a research design, paper tests, 

laptop computers, classrooms, interfaces, broadband, API:s, routers, ed-tech developers and much more. From 

this outset, a specific ML AI educational technology is a complex and messy infinite web of code, databases, 

infrastructures, platforms and interfaces, new technical settings, human experts, scientific and commercial settings 

founded of a vast proliferation of techniques that actively set up and construct specific ways of thinking about and 

acting upon other actors (Decuypere, 2021). The way these networks are composed is particularly visible when 

things go wrong. Conversely, these inter-connections tend to be hidden when things work smoothly. Thus, an AI-

based teaching aid appears successful when the actor-network is stabilized and durable while concealing all the 

complex interactions between heterogeneous entities that created it and continue to maintain it. Methodologically 

ANT means to engage with the actors through ethnographic descriptions of interactions within the actor-network 

and its enacted realities (Latour, 2007).    

  
Design and data production 
The study is based on a multiple case study approach (Merriam, 1998). Two case studies are planned to address 

the proposed research questions. The main selection criteria for each one of the cases has been to study the “state 

of the actual” (Selwyn, 2010), that is to explore the interactions between commercial ML technologies and 

teachers in authentic classroom contexts. The fieldwork of the first case study draws on a Swedish innovation and 

research project in which an ML-based teaching aid in mathematics, here referred to as the AI system was tried 

out in 22 different classrooms. During two 6 weeks long interventions, students in years 2, 5 and 8 (age 8-9, 11-

12 and 14-15) exercised mental arithmetic with the AI system, 3 times per week, each session lasting 10 minutes. 
The learning content consisted of five exercise modules, developed by the teaching aid author in collaboration 

with the project team. To work empirically and analytically the actor-network was “cut” (Fenwick & Edwards, 

2017) around salient interactions emerging between the representatives from the project team, teachers, students, 

and the AI system. Of particular importance for the ethnographic writing up were field notes from four classroom 

observations and seven video-recorded and transcribed interviews with teachers and members of the project team. 

The analysis was made through an abductive process (Dubois & Gadde, 2002) where key events from the 

ethnographic fieldwork were selected to be included in the analysis as partly inductive reasoning partly sprung 

out from the posed research questions and selected ANT concepts; actors, interactions, actor-network and Callon’s 

(1984) obligatory passage point. Thought as the narrow end of a funnel, the obligatory passage point is what 

makes actors converge on a certain question and can explain why “actors are obliged to remain faithful to their 

alliances” (ibid p.224). The set-up and data production for Case study 2 is still in progress and therefore not 

reported on in this paper. 
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Preliminary findings 
Preliminary findings indicate how compensatory and contradictory actions and accounts emerge within the 

network of heterogeneous actors and (re)construct the technology promises of AI in education. Human actors 

(teachers, students, teaching aid authors, educators, and researchers) seem to compensate for unexpected and 

undesirable algorithmic decision-making(s) of the AI system. Fieldnotes from one of the classroom observations 

illustrate how these ideas are materialized in practice: 

 
A classroom with desks and chairs. The desks are arranged in three rows centred in front of a big whiteboard. 20 students 

aged 8-9, sit at their desks in pairs or groups of three, each student equipped with a laptop computer. They are exercising 

with the AI system. A teacher circulates the room, occasionally stops, and leans over some students. The AI system displays 

64-56 on the white laptop screen of several students. The AI system then continues to recommend the exercises 51-42, 90-

1, 22 + 17, 37 + 19 on one of the laptops.  During their interaction with the AI system, some students demonstratively use 

their fingers to count. They seem concentrated when taping the numbers that appear in the small, coloured, empty box of 

the minimalistic interface. As soon as an answer has been inserted, the AI system displays the next exercise in the same 

manner. Some students work individually with the AI system, others consult their neighbouring peers to get the answer 

right. One student says "hello, this is too difficult". After 10 minutes, the teacher ends the activity, and it is time for a lunch 

break. The teacher later tells me that the students seem to get exercises that correspond to their abilities and thinks students 

are challenged in a positive way when they get difficult exercises. He adds that it would have never worked without his 

help or without altering the instructions prior to the exercise sessions. (Field notes, year 2) 

 

The scene captures just a few of the many interactions between a group of students in second grade (8-9 years), 

their teachers and the AI system, during a math lesson. Their teacher expresses a certain conviction to the teaching 

aid and its ability to personalize. However, the idea of personalization does not appear as something that the AI 

system does. Rather the idea of personalization and automated teaching emerges as an effect from the entangled 

web of exercises, algorithms predicting and delivering the exercises, computers, desks, students trying to insert 

the correct answers through keyboards via specific interfaces and a supporting teacher in constant movement 

within a classroom space. For personalization to emerge the compensatory work of the teacher seems 

indispensable. Human compensatory interactions can also be traced in the dialogue between one of the other 

teachers and the researcher: 

 
Teacher: Sometimes it felt like the students got the same or similar exercise for a very long period, but I think it is because 

they were not so good at it then or that they inserted wrong answers…But above all, it was that they could not write 

anything in the small box, as if it froze a bit. 

 

Researcher: Mmm… and what did you do? 

 

Teacher: Eh well... then we switched to the next module, as there were different modules that you needed to complete. (...) 

And then this extra module came with more exercises that especially some students used. For some, it was too difficult. 

The problem here was that they had to write the numbers in ways that did not work…  

 

Rather than abandoning the AI system the teacher persuades her students to exercise in different modules when 

the AI system stops delivering numbers. As new modules are added by the teaching aid author, she directs her 

students to try these out. Hesitant to whether the AI system is adapting to the student’s ability, the teacher seems 

aware of which students benefit from this kind of adaptive exercising and for whom the new modules are too 

difficult. This suggests that in the established actor-network the AI system recruits co-workers according to its 

interest, as other actors- here a teacher – are enrolled to do its work. The teacher is in fact the one constantly 

monitoring interactions between the students and the AI system, providing differentiated content accordingly. As 

for the suddenly frozen screens, an explanation later given by human actors from the project team relates to the 

decision-making actions of the AI system. When a student completes a task correctly at speed, the AI system 

predicts that the individual is very likely to complete the task again and will stop displaying numbers. This 

“algorithmic governance” together with the lack of transparency in the decision-making process suggest how 

controversies of ML algorithms, also reported on in other domains (e.g., Katzenbach & Ulbricht, 2019) can play 

out in authentic learning contexts.  

 

Concluding remarks 

Despite its limitations to one case study, the preliminary findings empirically show how ML AI in education is a 

complex social and material phenomenon in the making emerging from the interactions between heterogeneous 

actors, all with their different interests and goals (Callon, 1984). Rather than suggesting that human actors will 

always be needed to compensate for technology-enhanced learning or that teachers’ tasks cannot be automated, 



  

4 

 

Proceedings for the Thirteenth International Conference on Networked Learning 2022, Edited by: Jaldemark, J., 

Håkansson Lindqvist, M., Mozelius, P., Öberg, L.M., De Laat, M., Dohn, N.B., Ryberg, T.  

 

the empirical data production indicates that these technologies are deeply relational and that the way interactions 

occur is a temporary and negotiated process. Interactions are not deterministic which make them well as the 

emerging effects unpredictable. Future ethnographically oriented research is however needed and envisaged in 

order broaden the understanding of how ML-based teaching aids are appropriated and constructed in Primary 

Education classrooms. The sensibilities of ANT grant for a holistic and non-deterministic narrative of this 

construction, offering methods and theoretical concepts to open up the black-box of ML in the emerging networks 

learning settings of K-12 classrooms. 
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