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ABSTRACT

Forest ecosystems play a very important role in carbon cycle because they suppose one of the
biggest carbon reservoirs and sinks. Estimating the aboveground forest biomass is critical to
understand the global carbon storage process. Different models to estimate aboveground biomass
in the Pinus radiata specie in a specific region of Spain have been developed, using, exclusively,
public and accessible data with low point density gathered periodically from Light Detection and
Ranging (LiDAR) flights. The point clouds data were processed to obtain metrics considered as
predictive variables and afterwards, the multiple regression technique has been applied to
generate the biomass estimation models. The best models explain 76% of its variability with a
standard error of 0.26 ton/ha in logarithmic units. The methodology can be considered as highly
automated and extensible to other territories with similar characteristics. Our results support the
use of this approach for more sustainable management of forest areas.

1. Introduction

The significant increase in concentrations of
the greenhouse effect causes additional warming of
the surface and atmosphere of the Earth, which can
have a negative effect on natural ecosystems and on
humanity [1]. The most important greenhouse gas is
carbon dioxide (CO2), whose atmospheric
concentrations have been seriously altered by men in
the global carbon cycle [2]. Due to the global efforts to
reduce CO2 emissions, the demand for renewable
sources of electricity is fast growing [3].
Concentrations of CO2 in the atmosphere will continue

rising unless major changes are made in the way fossil
fuels are used to provide energy services [4].

Biomass – the fourth largest energy source after coal,
oil and natural gas - is the largest and most important
renewable energy option at present and can be used to
produce different forms of energy. The sustainability
potential of global biomass for energy is widely
recognized. Energy from biomass currently contributes
approximately 10% of global energy supply [5]. About
5% of this energy should cover about 50% of the world’s
total energy use at present [6].

Another opportunity for emission reductions is the
sustainable management of the forests. Deforestation
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produces the biggest effects on the carbon cycle. It
amounts to 20% of the total emissions of CO2 [7], due to
the lack of photosynthetic ability of the removed forest
vegetation, and the simultaneous liberation of huge
amounts of carbon, accumulated in the forest
ecosystems for a long time. An important aspect of the
carbon cycle is how much CO2 is retained in the
biomass, which will be, later on, exchanged naturally
with the atmosphere. Therefore, the interest of
estimating forest biomass has increases due to its
regulating ability in the cycling of carbon.

Aboveground biomass is defined as the total amount
of aboveground living organic matter in trees expressed
as oven-dry tons per unit, including leaves, twigs,
branches, main bole, and bark [8].

Traditionally, and nowadays, allometric equations have
been used to relate the biomass measured in the field with
forest variables easily measurable in field (diameter, height)
[9, 10]. However, one of the biggest inconveniences of
forest inventories is the huge amount of money and time
spent in field measurement. To palliate this deficit, Remote
Sensing techniques have been developed and successfully
applied [11]. As an alternative methodology, airborne
LiDAR (Light Detection and Ranging), has become a
powerful tool to characterize forest canopy with accuracy
and effectiveness.

LiDAR technology constitutes an active remote
sensing massive measurement system, based on the
emission of a laser that swipes the surface recording the
reboots from every element impacted. The LiDAR´s
measurement system is based in the obtained response
time for every return. Since the speed of light and the
elapsed time are known, the distance to the object that
has generated the return can be immediately calculated.
Therefore, the X, Y, Z coordinates of every reflected
object can be obtained. When the laser is mounted in an
aircraft or helicopter, the system is called Airborne
LiDAR System (ALS). The positioning and orientation
system is a key component of the equipment because it
provides the orientation of the laser beam, composed by
a differential Global Positioning System (GPS) and an
Inertial Movement Unit (IMU). This technology allows
gathering huge quantity of measurements with good
altimetric accuracies. The accuracy depends on the
sensor features, the flight parameters and the absolute
orientation system, but typically, it is, approximately, 15
cm [12]. As a result, huge geo-referenced points clouds
are recorded, which allows for the characterization of
the forest canopy. These sensors provide forest variables
related with the canopy, such as mean height, dominant
height or mean diameter [13, 14]. After these previous

studies, the prediction of the biomass using LiDAR
derived variables has been the logical evolution [15].

New technologies has improved sensor´s features,
such as the Frequency Repetition Rate (FRR), hence, a
higher density point could me managed and other
application scopes would be opened. Single tree studies
were carried out with good results, the developed models
could explain the 87% of the variability of the biomass
(R2 = 0.87), using LiDAR dataset with 2–5 pulse/m2 [16,
17]. Kaartinen & Hyppa [18], applied different methods
to single-tree extraction with various points densities.
They concluded that no significant increase was
appreciated in the accuracy of tree crown delineation
while point density was not lower than 2 points/m2.

Other authors has used full waveform LiDAR (10 m
footprint size) to forest characterization [19] with very
good results (R2 = 0.87–0.91), but the pointed that the
footprint size was a critical parameter, because precision
of the height measures decreases with sizes bigger than
10 m for forest applications. Biomass estimation using
large footprint size LiDAR has been applied in different
stages such as tropical forest where determination values
for the model of 0.94 with and Root Mean Square Error
(RMSE) of 16 ton/ha was obtained using multiple linear
regression techniques [20]. Poorer results were obtained
in temperate forests where the developed model could
explain only the 0.66 of the variability of the model with
an RMSE of 41.989 ton/ha. The discrepancies were
attributed to the high amount of biomass concentrated in
the study area (New England), that could create
saturation problems in height-biomass relationship
when biomass was bigger than 300 ton/ha [21].

Newer methodologies based on machine learning use
Random Forest or Supported Vector Machines methods
to estimate forest structural variables, including biomass
[22, 23]. In the first study the determination coefficient
was low (R2 = 0.5), even though better results were
obtained for other variables like Lorey’s height, defined
as the weighted mean height whereby individual trees
are weighted in proportion to their cross-sectional area
at 1.5 m off the ground (R2 = 0.89). In the second study,
a comparison between machine learning methods and
linear regression technique was made and they
concluded that Support Vector Regression technique
achieved more accurate adjustments, while linear
regression got the worst results.

At the global scale, Geoscience Laser Altimetry
System (GLAS) flown onboard the IceSat platform
(which operated from 2003 through 200), is the only
lidar sensor onboard a satellite platform available for
terrestrial ecology applications. As Zolkos et al.
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concluded comparing different lidar types, biomass
models based on GLAS metrics had the lowest absolute
errors of all lidar types (RMSE = 40 Mg ha–1). This can
be attributed to several factors: (i) most GLAS studies
evaluated boreal forests, which had considerably lower
biomass than other forests types, and (ii) the larger size
of GLAS footprints reduces variance in forest structural
measurements via spatial averaging. Moreover, GLAS
was not designed for vegetation studies and has
relatively large canopy height errors that partly account
for its reduced utility for biomass estimation [24].

The main aim of this research is to develop a highly
automatized methodology to estimate the aerial
biomass of the Pinus Radiata specie in the Arratia-
Nervión using low density LiDAR data (0.5 pulse/m2)
and totally free software and tools. The LiDAR data
are obtained from the National Plan of Aerial
Orthophotography (PNOA), these data are fully public
and they are supposed to be updated every 3 or
4 years, representing a stable, free and updated data
source for the entire national extension. The applied
methodology allows the actualization of the results of
the estimated biomass when new data may be
available for the entire territory, with a value of 
R = 0.76 and an RMSE = 0.26 in logarithmic units.
The accurate estimation of the forest biomass is
essential to conduct suitable management policies
regarding this renewable energy source.

The structure of the paper is as follows: Firstly, the
used materials are described. The study area and the
both main data sources: Forest National Inventory
4 (FNI4) and the LiDAR data, are analyzed. Secondly,
the applied methodologies are explained. The forest and
LiDAR data processing is detailed. In the third section
the obtained results are shown, while in the fourth
section these results are compared with other similar
studies and the results are analysed in depth. Finally, the
main conclusions of the study are exposed.

2. Materials

2.1. Study area
The research has been developed in the Arratia-Nervión
region, placed in the Historical Territory of Biscay
(Figure 1). This region is integrated by 14 municipalities,
with an area of 40.000 ha. The altitude varies from 55 to
1480 m, with a mean slope of 19°. The main specie is the
Pinus Radiata D. Don., which represents 60% of the total
species in the study area.

2.2. National forest inventory
The dendometric data for the Pinus Radiata species were
collected from the Fourth Forest Inventory in the Basque
Autonomous Community during the summer of 2011.
The sample plots were distributed along the territory
coinciding spatially with the kilometric grid of the
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Figure 1: Location of the study area, Arratia-Nervión



82 International Journal of Sustainable Energy Planning and Management Vol. 17 2018

Biomass estimation using LiDAR data

UTM (Universal Transversal Mercator) for the 30N
time zone cartography in tree-covered areas, with a
mean density of a plot per square kilometre, in the ED50
(European Datum 1950) reference system. The circular
plots of maximum radius 25 m had an area of 0.2 ha.

2.3. LiDAR data
The LiDAR data were obtained from the LiDAR flight
of the Autonomous Community of the Basque
Country, carried out in the summer of 2012 by the
Basque Government. The LiDAR data were projected
using the ETRS89 (European Terrestrial Reference
System 1989) reference system and the applied
cartographic projection was the UTM. The ellipsoidal
heights were referred to the ETRS89 system, using
GRS80 ellipsoid as reference surface. The LiDAR data
can be found at ftp://ftp.geo.euskadi.eus/lidar/LIDAR_
2012_ETRS89/LAS/.

The beam divergence (Δ) is the angle of the laser
beam from its emission until the impacts against the
surface. The recommended values for the beam
divergence in forest scope are 0.1–0.5 mrad. The beam
divergence has direct effect in the footprint size. With a
flight height of 1100 m and a beam divergence of
0.5 mrad [12], the obtained footprint size is 0.55 m,
considered as small footprint. The ability of the small
footprint LiDAR to obtain single tree metrics and
accurate DTMs, has become established as the most
suitable one for forest applications [25].

The scan angle is transversal to the flight direction, it
determines the size of the area swiped by the laser. An
appropriate value for the scan angle in forest
applications would be 12° [26]. Even if this parameter
has not influence in DEM or CHM creation, in very
dense forests, other trees often shade the side area of a
tree crown that could have been exposed at a high
scanning angle causing a shift of the laser height
percentiles. However, the more affected parameter by
scanning angle would be the proportion of canopy [27].

The Pulse Repetition Rate (PRR) is the number of
pulses emitted, normally, per second. The most used
value for PRR fluctuates between 100 and 200 KHz.
Csanyi [28] showed that the mean error in
the determination of the height increases when the
frequency increases, because the energy emitted by the
pulse is less and this circumstance could cause certain
degradation in the distance measurement accuracy.

Point density has not been a determinant factor in the
estimation of dendrometic variables such as tree height,
diameter at breast height or total basal area until it went
down to 1 pulse/m2 in coniferous forest [29]. Treitz 
et al. [30] did not find relevant differences when they
reduced the density from 3.5 to 0.5. In contrast, other
authors pointed that both the standard deviation and
the bias of the LiDAR data, decreased when point
density increased, but not following a linear
relationship [31, 32].

The flight altitude is influential in the underestimation
of the tree height, being bigger when the height
increases. Yu et al. and Nilsson [33, 34] pointed that with
flight heights higher than 1500 m, point density
decreased significantly. The random errors of the DTM
also increase when the flight height grows, mainly due to
the decrease of the point density and the increase of the
planimetric error, especially in flat areas [35].

To cover all the study area, one hundred and twenty
three. LAS files were processed, with an area per file of
2 � 2 km2, and approximately 2 million points per file.
The LiDAR data has been analysed previously to the
processing in order to contextualize them correctly.
Table 2 shows the spatial domain of the LiDAR data,
Table 3 represents the distribution of the cloud point by
the return number, and finally, Table 4 analyses the
classification of the LiDAR returns by the standard
given by the American Society for Photogrammetry and
Remote Sensing (ASPRS).

The mean point density of LiDAR cloud was
0.78 points/m2, as can be seen in Figure 2 the density
was irregular. Is important to remark that other LiDAR
flights in similar studies has considered bigger point
densities (> 0.5 points/m2) for the stand approach.

Table 2: Spatial domain of the LiDAR data

Spatial Domain Minimum Maximum

X Coordenate (m) 492,000 530,000
Y Coordenate (m) 4,758,000 4,784,000
Altitude (m) 45.42 1482.66

Table 1: LiDAR flight technical parameters

LiDAR flight technical parameters

Scan angle 60°
Pulse Repetition Rate (PRR) 100 kHz
Laser beam divergence < 0.5 mrad
Flying mean speed 185 km/h
Point density 0.5 points/ m2

Flying Mean Height 1100 m
Overlap 15%
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If we map point density along all the study area
considering all the returns (Figure 3), disseminate areas
with less than 0.4 point/m2 appeared without a valid
justification. However, in the rest of the area densities
were bigger than the nominal ones.

Table 3: Spatial domain of the LiDAR data

Return number Point number Percentage

Return 1 381,962,402 91.7%
Return 2 32,079,525 7.7%
Return 3 2,123,779 0.5%
Return 4 198,003 0.0%
Return 5 23,454 0.0%
Return 6 0 0.0%
Return 7+ 0 0.0%
Total Returns 416,387,163

Table 4. LiDAR point classification according to ASPRS

standard

Category Points number Interpretation

0 0 Created, never classified
1 26,348 Unclassified
2 144,894 Ground
3 48,201,484 Low Vegetation
4 17,611,152 Medium Vegetation
5 176,795,016 High Vegetation
6 1,897,663 Building
7 143,143 Low Point (noise)
10 495,649 Reserved
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Figure 2: Distribution of the point density per m2
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2.4. Orthophotos
Ortophotos from the flight made by the Basque
Government during the summer of 2012, with a 25 m
pixel size, were used to localize possible error and
discrepancies. The reference system is the European
Terrestrial Reference System 89 (ETRS89) and the
coordinate system is UTM for the 30N time zone. The
orthophotos are available at ftp://ftp.geo.euskadi.
eus/cartografia/ Cartografia_Basica/Ortofotos/ORTO_
2012/ Hojas_JPG/5000/.
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3. Methodology

3.1. Biomass estimation
From the 118 plots placed in the area of interest, 63 were
chosen for the sample, having more than 80% of
occupation of Pinus Radiata (Figure 4). Allometric
equations were applied to estimate the biomass for every
tree [36], as nested plot methodology [37] had been
applied to every plot, final per hectare values were
interpolated using diameter dependent expansion factors.

In order to check if the obtained control values could
be clustered or if they follow a random spatial pattern,
spatial autocorrelation Moran’s I index [38, 39] was
applied to the following variables: biomass, tree height
and number of trees. This index varies between –1 and
1, corresponding to values near to 1 or –1, bigger spatial
autocorrelation.

If we compare the figures, neither biomass (Figure 5)
or number of trees (Figure 6) seem to follow a clustering
pattern, being it completely random, but certain
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clustering can be appreciated in the tree height (Figure 7).
This pattern is disperse for a probability of 0.9.

3.2. LiDAR data processing
Once the reference values of the biomass were
calculated, LiDAR data were processed to obtain
various products. Digital Terrain Models (DTM) and
Digital Surface Models (DSM) for the area were
produced. The DTM is a continuous function wich
represents the elevation of every planimetric position,
z = f(x,y), while the DSM includes only the points that
are in the highest part of the area. The Canopy Height

Model (CHM) was later computed by the subtraction of
the previous two models (Figure 8).

On one hand, the conventional metrics given by
commercial software were calculated. On the other hand,
an algorithm was designed to obtain specific density
metrics from the cloud. This algorithm divides the entire
cloud into equal height slides, in order to compute
metrics related with the point density of each slide  [40].
For this purpose the LiDAR dataset was integrated in a
database, so the point clouds and the MDT generated
before, using routines developed with PostGis spatial
database extender for the PostgreSQL Database
Management System. Once different low limits and
upper limits were tested, the algorithm developed to
calculate the canopy density metrics divided the point
clouds into 10 vertical layers of equal height, setting the
low limit on 2 m, to avoid shrubs and the upper limit as the
percentile 95 of the height distributions. Then, the routine
calculates the proportion of points of the total number of
points contained above each layer, finally, 10 canopy
densities were computed (tr_1...tr_10) (Table 5).

3.3. Models generation
Firstly, the correlation matrix between calculated field
biomass and obtained LiDAR metrics was obtained to
check which variables were more correlated [41]. It was
decided to use the logarithm because of possible
homocedasticity problems in the model [42] Secondly,
these linear relationships were verified graphically,
creating dispersion diagrams between the measured
field biomass and it´s logarithm and each obtained
LiDAR metric.

Given the z-score of 0.0360382792041, the pattern does not appear to be
significantly different than random.
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Figure 7: Moran’s I index applied to the number of trees

Figure 8: Normalized LiDAR data
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Then, the models were generated using combinations
of two and three variables. The main criteria to choose
the appropriate model was the determination coefficient
(R2), but several statistical tests were carried out to
evaluate the level of fulfilment of the hypothesis of the
linear regression technique:

a. Shapiro-Wilkinson normality test: This test
measures the disagreement between the
residuals and the normality probabilistic line.
The null hypothesis assumes that the data are
normally distributed [43].

b. Breusch-Pagan homoscedasticity test: In order
to assure the homoscedasticity of the residuals,
this test analyzes if the variance of the residuals
is constant. The null hypothesis assumes that the
data are homoscedastic.

c. Durbin-Watson autocorrelation test: This test
checks the autocorrelation level of the regression
to cast aside dependencies in the residuals. The
null hypothesis assumes that the autocorrelation
is null.

d. Variance Inflation Factor (VIF) multi-
collinearity test: When a variable included in a
model is linear combination of other variables
of the model, multi-collinearity problems can
occur. The ideal value of the VIF is one,
representing total absence of multi-
collinearity, when the value of the factor is
bigger than 10, the multi-collinearity is
high [44].

e. Regression Specification Error Test (RESET):
This test is designed to detect if there are any
neglected nonlinearities in the model. The null
hypothesis states that the functional form is
correctly specified.

f. Bonferroni outlier detector test: This test
verifies the absence of outliers. The null
hypothesis assumes the absence of atypical
values in the plot.

All the tests were performance with a significance
level of 0.95, except for the VIF test.

Table 5: Obtained LiDAR explanatory variables

Variable

count

densitytotal

densityabove

densitycell

min

max

mean

mode

stddev

variance

cv

cover

abovemean

abovemode

skewness

kurtosis

AAD

p01,…,p99

iq

Description

Number of returns above the minimum
height

total returns used for calculating cover

returnsaboveheightbreak

Density of returns used for calculating cover

minimumvalueforcell

maximumvalueforcell

mean valueforcell

modal valueforcell

standard deviation of cell values

variance of cellvalues

coefficient of variation for cell

cover estimate for cell

proportion of first (or all) returns above the
mean

proportion of first (or all) returns above the
mode

skewness computed for cell

kurtosis computed for cell

average absolute deviation from mean for
the cell

1st,…,99th percentile value for cell

75th percentile minus 25th percentile for cell

Variable

ccr

eqm

ecm

r1count,…,r9count

rothercount

allcover

afcover

allcount

allabovemean

allabovemode

afabovemean

afabovemode

fcountmean

fcountmode

allcountmean

allcountmode

totalfirst

totalall

tr1,tr2,...,tr10

Description

canopy relief ratio:((mean - min) / (max – min)

Elev quadratic mean

Elev cubic  mean

Count of return 1,…,9 points above the
minimum height

Count of other returns above the minimum
height

(all returns above cover ht) / (total returns)

(all returns above cover ht) / (total first returns)

number of returns above cover ht

(all returns above mean ht) / (total returns)

(all returns above ht mode) / (total returns)

(all returns above mean ht) / (total first returns)

(all returns above ht mode) / (total first returns)

number of first returns above mean ht

number of first returns above ht mode

number of returns above mean ht

number of returns above ht mode

total number of 1st returns

total number of returns

point density metrics
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4. Results

As can be seen in Table 6, for the obtained models the
best results involve high percentiles of the LiDAR
heights and point density metrics. The values for the
applied tests show that almost all the models satisfy the
hypothesis of the multiple linear regression technique.
The relation between the logarithm of the biomass and
the percentiles of the height is clearly lineal, although
the dispersion increases when the biomass values
increase (Figure 9). The density metric shows higher
dispersion values, as it was verified because of their
signification in the models, where the height percentile
could explain most of the variability.

The positioning of the sample plots was made with a
GPS navigator, obtaining autonomous observations
without differential correction. To evaluate the
incidence of this possible positioning error, each plot
was moved 10 m in the directions of the wind rose,
obtaining eight new parcels around the original one. The
similarity between the nine samples was measured by
the Cohen-Kappa concordance test. The test revealed
that the minimum value for Kappa coefficient was 0.91.

5. Discussion

All the models in Table 3 obtain similar values for the
determination coefficient (R2 = 0.75), and identical Root
Mean Square Error value (RMSE = 0.26 in logarithmic
units). The main differences can be observed in the
results of the applied statistical tests. In most cases, the
models satisfy the hypothesis of the linear regression
technique with a significance level of 0.95. No
homoscedasticity problems have been detected in the
models and no other tendencies apart from the linear
relationship between the variables can be considered. In
addition, in Figure 10 the linear relationship can be
graphically seen, even if it is much stronger between the
biomass and the height percentile, than between the
density metric and the biomass. In all the cases, the most
correlated combinations involved a height metric and a
density one. Combinations of three variables did not
improve the results so much (R2 = 0.78) and the third
variable was not statistically significant in the models,
being the models  less harmonious.

The results obtained here are comparable to those
from similar studies using LiDAR technology to

Table 6: Values obtained for the different models, p-values are shown for all the test except VIF

R2 Shapiro- Breustch- Durbin-
Variables R2 adjus SE Wilk Pagan Watson VIF RESET Bonferroni

p99-allabovemean 0.77 0.76 0.26 0.10 0.12 0.54 1.28 0.62 0.04
p95-allabovemean 0.77 0.76 0.26 0.07 0.23 0.55 1.27 0.64 0.06
p95-tr_3 0.76 0.75 0.26 0.30 0.24 0.54 1.11 0.25 0.05
count-p95 0.76 0.75 0.26 0.13 0.19 0.69 1.10 0.96 0.05
p95-allcover 0.76 0.75 0.26 0.18 0.20 0.61 1.12 0.49 0.05
p95-tr_2 0.76 0.75 0.26 0.10 0.23 0.58 1.10 0.28 0.06
p95-tr_1 0.76 0.75 0.26 0.18 0.20 0.60 1.11 0.51 0.05
p95-tr_4 0.76 0.75 0.26 0.08 0.23 0.52 1.14 0.14 0.05
p90-allabovemean 0.76 0.75 0.26 0.03 0.29 0.57 1.27 0.56 0.05
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Figure 9: Dispersion diagrams between the biomass and the predictive variables for one of the obtained models
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characterise aboveground biomass in coniferous forest
with a mean point density of 1.2 points/m2 [45, 46].
Naesset and Gobakken [47] obtained models where the
predictive variables were too a height percentile and a
density metric but the highest determination coefficient
was 0.86 and a RMSE of 0.25 ton/ha, using four
different stratifications.

The positioning error of the plots was not influential
(minimum value for Kappa coefficient = 0.91),
therefore, the forest canopy can be assumed as
homogenous in the study sites.

On one hand, the rough surface of the study area and
the big slopes can be influential in the DTM creation,
increasing the error when the slope increases.  On the
other hand, the scan angle applied in the flight used in
this study (up to 25°) is much bigger than
the recommended one (15°) [48], assuming its influence
in the LiDAR metrics and, therefore, in the
obtained results.

Thus, the average estimated stem volume growth
calculated by means of stand volume growth equations
[49] is about 3%. This method involves the selection of
one tree whose volume is equal to the mean tree
volume for the stand. The volume of the selected tree
is then determined and the stand volume estimated by
inflating the sample tree volume by the number of trees
in the stand. It is therefore likely that a time lag of
maximum one growth season has had a very limited
impact on the results.

6. Conclusions

The developed methodology has been able to obtain
models that explain approximately 75% of the variance
of the field biomass, with a standard error of
0.26 logarithmic units. This fact reveals that the biomass
can be modelled using two independent variables from
LiDAR data: a height percentile and a canopy density
metric. The results obtained here are comparable to
those from similar studies using LiDAR technology to
characterise aboveground biomass in coniferous forest,
even using highest pulse density [50].

LiDAR technology has been revealed as a powerful
tool to characterize the forest canopy in vast areas.
Biomass values have been obtained due to the strong
relations between this variable and the height of the
trees collected by the sensor. The spatial and temporal
continuity of the LiDAR data included in the PNOA,
which are completely public, enables their application

to national scale and guarantees the durability of the
data.  National Forest Inventory field plots are already
available in many countries and consequently reliable
carbon monitoring at national level using LiDAR data
is plausible.

The uncertainty in the biomass estimation is very
high due to the different error sources implied, such as
the forest inventory, the applied allometric equations
and finally the ones derived from the LiDAR data itself,
but the technique has shown good adjustments between
the incoming variable and the different LiDAR metrics.

Further research should be carried out to confirm the
validity of the results in different areas and with
different species. The relationships between ALS data
and biomass will change with site properties, latitude,
and altitude and these factors may influence stem form,
being this part of the tree the largest biomass
component [51].

Numerous studies, debates, and public figures have
highlighted the need for a radical change in the very near
future, to reduce the environmental damage and risks
associated with the existing energy system [52].
Biomass estimation plays a very important role in the
future possible policies applied to mitigate the current
environmental problems derived from the   fossil fuels
used to provide energy services.
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